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ABSTRACT 
 
This document reviews the state-of-the-art in Cyber Range implementations and 
related computer network operations (CNO) testbeds. We summarise recently 
published examples and describe their purpose and functionality. The compiled 
information should assist organisations to make an informed decision when 
considering a Cyber Range capability. 
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A Survey of Cyber Ranges and Testbeds  
 
 

Executive Summary  
 
 
This paper reviews recent publications about Cyber Ranges (CR) and computer 
network operations (CNO) testbeds. The analysis provided in this review aims to assist 
organisations in making an informed decision when considering a CR capability. 
 
A CR provides an environment to practice CNO skills such as penetration testing, 
defending networks, hardening critical infrastructure and responding to attacks. It 
should represent real-world scenarios such as emulating large-scale, complex 
networks. It should offer isolation from other networks to contain malicious activity. 
The same environment should also support experimentation and testing with cyber 
security products. 
 
We are interested in exploring the approaches used to build existing CRs, the merits of 
each approach and their functionality. Of particular interest are cost-effective ways to 
obtain a CR capability. Hence this review looks for the availability of mature software 
for constructing and managing a CR, software for monitoring and analysis, training 
scenarios, communities for collaboration and commercial offerings. By exploring 
published approaches we aim to outline the diversity of options available and hence 
assist decision-makers to find an approach which best meets their requirements. 
 
The review first categorises CRs by their type, and second by their supporting sector: 
academic, military or commercial. The types of CR are identified as simulation, overlay 
or emulation. CRs are considered simulations if they use software models of real world 
objects to explore behaviour. They are labelled as overlays if they operate on live 
production hardware with experiments sharing their production resources, rather than 
using a dedicated CR laboratory. Lastly, CRs are labelled emulations if they run real 
software applications on dedicated hardware. Emulation refers to the software layer 
which allows fixed CR hardware to be reconfigured to different topologies for each 
experiment.  
 
Most CRs in the review can be categorised as either a simulation or emulation. 
Simulations have high scalability and generally operate on either a single or a small 
number of servers. Therefore they are easy to deploy and relatively cheap to install and 
maintain. However several academic papers question whether test results from a 
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simulation reflect reality. This issue can be mitigated by only simulating the high-level 
impacts of computer network attacks. This is the approach taken by several of the 
simulation CRs in the review. 
 
Emulation CRs support high fidelity testing. Since emulation uses real computers, 
operating systems and applications with limited resources, the experiments represent a 
realistic environment. This increases the likelihood that test results will apply to a 
deployed situation. However these testbeds are generally high cost, since a significant 
amount of hardware is required to emulate large networks. This cost can be reduced 
(and the scalability of the CR increased) through virtualisation. For example, some CRs 
in the review support multiple types of virtualisation to allow the experimenter to 
select high fidelity components of interest and low fidelity, but high scalability, for the 
rest. 
 
While this review distinguishes simulations from emulations, CRs can use a mixture of 
both. By supporting both simulation and emulation in a CR, the best aspects of each 
can be utilised. 
 
The review found CRs are predominantly used for training. The training varies in 
complexity from computer security fundamentals to advanced tactics, techniques and 
procedures for computer network operations (CNO) staff. Another popular form of 
training is custom exercises, where staff practice CNO in a competitive environment. 
 
This does not diminish the importance of other CR roles such as cyber security testing 
and research and development. CRs with these roles were also found. For researchers, 
the review identified a trend towards using federated CRs and testbeds. This 
conclusion was based on two large initiatives called FIRE in Europe and GENI in the 
US. These projects currently link testbed resources to assist sharing and reuse among 
researchers. 
 
The review also identified several CRs which make their software publicly available 
and which are supported by an active development community. These potentially 
provide a cost-effective way to build and maintain a private CR.  
 
The US military has already invested significantly in CRs. Several mature US military 
CRs are described in this review. These could provide an effective capability if access is 
available.  
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Glossary 
 

API   Application programming interface 

CNCI   Comprehensive national cyber security initiative (US) 

CNO    Computer network operations 

CONOPS  Concept of operations 

CR    Cyber range 

CTF   Capture the flag 

DARPA  Defense Advanced Research Projects Agency (US) 

DDoS   Distributed denial of service 

DHS   Department for homeland security (US) 

DNS   Domain name system 

DoD   Department of Defense 

DPI   Deep packet inspection 

EW    Electronic warfare 

FIRE   Future internet research and experimentation (EU) 

GENI   Global environment for network innovations (US) 

GiG   Global information grid 

GUI   Graphical user interface 

ICT   Information and communications technology 

IA    Information assurance 

IDS/IPS  Intrusion detection system / intrusion prevention system 

IO    Information operations 

IP    Internet protocol 

IPSEC   Internet protocol security suite 

JIOR   Joint information operations range 

LAN   Local area network 

LVC   Live, virtual and constructive 

MFD   Multi function device 

MILCOM  Military communications 

MILDEC  Military deception 

NCR   National cyber range (US) 

NSF   National science foundation (US) 
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NSTB   National SCADA testbed (US) 

OPSEC   Operations security 

PSYOP   Psychological operations 

SAM   Surface-to-air missile 

SCADA  Supervisory control and data acquisition 

SOE   Standard operating environment 

TTPs   Tactics, techniques and procedures 

USAF   US Air Force 

USCYBERCOM US cyber command 

USSTRATCOM US strategic command 

VM   Virtual machine 

VoIP   Voice over internet protocol 

WAN   Wide area network 
 
 
 



UNCLASSIFIED 
DSTO-GD-0771 

UNCLASSIFIED 
1 

1. Introduction  

In this paper we review Cyber Range (CR) implementations in an attempt to find state-of-
the-art implementations. 
 
 
1.1 Scope 

This review is limited to public-domain (unclassified) information about CRs. Since CR 
work has been extensively funded by the US military, it is likely interesting classified 
projects exist which are not covered here. On the other hand, the US military realises that 
defending military networks is necessary, but not sufficient, to ensure their long-term 
mission success. Their nation’s critical infrastructure, government networks and large 
private companies must also be protected from cyber attack [1]. This is both to maintain 
economic vitality and to ensure continued supply of goods from the private sector. Hence 
there is an intended flow of computer and network security capability from the military to 
other sectors as evidenced by the work-in-progress National Cyber Range (NCR). The 
NCR is a large military-sponsored initiative and is intended for use by the military, 
commercial, academic and government sectors. 
 
While this review focuses on CRs, we also include facilities which support a substantial 
subset of CR capabilities (for a comprehensive list of capabilities see the NCR 
requirements [2]). We therefore include a number of testbeds which replicate large, 
heterogeneous networks, enable multiple simultaneous experiments, assess information 
assurance or support rigorous scientific testing. In the literature, these testbeds are given 
various labels such as an attack lab, a testbed for CNO, or a testbed for network warfare or 
cyber war. 
 
A facility with broader goals than a CR is an Information Operations (IO) Range. IO is 
defined as the integrated use of electronic warfare (EW), CNO, psychological operations 
(PSYOP), military deception (MILDEC) and operations security (OPSEC). IO Ranges are 
therefore not specifically covered in this review as they are a significant extension to a CR. 
 
 
1.2 Related Work 

While similar reviews are available in the open literature, they were not considered 
sufficient for our purposes. An informative review from the Royal Military College, 
Canada, in 2011 covers the similar topic of state-of-the-art CNO simulation and modelling 
[3]. It discusses approximately 13 simulation-type CRs categorizing them into private, 
academic or public sector research. In comparison, not only does this review cover 
modelling and simulation-type CRs, but also ad hoc and emulation types. Hence we cover 
a wider range of CRs and testbeds (approximately 30). 
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Another review from 2010 analyses the software tools underpinning network testbeds [4]. 
Their analysis is limited to publicly available software used in those testbeds. Other 
researchers can use this collated information to decrease the cost of developing their own 
testbed. Again, our review is broader in scope since it discusses CRs and testbeds 
irrespective of whether their software is publicly available. 
 
 
1.3 Contributions 

The main contribution of this paper is to review current and previous work on CRs from 
military, academic and private sectors. The review discusses the general approach used to 
construct the CRs and what role each serves. The paper then analyses this information to 
identify trends. 
 
The remainder of this review is structured as follows. Background information about CR 
in provided in Section 2. This includes the motivation for building CRs and their relation 
to testbeds. Section 3 begins the main part of the review, categorising each CR as one of 
three types: simulation, overlay or emulation. These types are described in detail in 
Sections 4, 5 and 6, which also describe a number of reference CR implementations. 
Section 7 lists some capture the flag (CTF) competitions, which are used to develop and 
assess CNO skills in a similar way to CRs. A discussion of the findings is then presented in 
Section 8. 
 
 
 

2. Background 

The word “range” implies an environment for offensive target practice, much like a 
shooting range for soldiers. A cyber range would therefore be an environment where CNO 
staff can practice skills such as penetration testing, defending networks, hardening critical 
infrastructure and responding to attacks. The environment should emulate large-scale 
complex networks to reflect real-world scenarios and offer isolation to contain malicious 
activity. A CR therefore provides a realistic environment suitable for training CNO staff. 
The same environment should also support experimentation and testing with cyber 
security products. 
 
The concept of a CR is relatively new compared with other military ranges, for example 
shooting ranges. As such, CR capabilities are still developing. CRs are built to support 
CNO which has only recently received high recognition. In 2009 the US created 
USCYBERCOM which centralises command of CNO across the US Army, Navy, Air Force 
and Marine Corps. This organisation requires a realistic training and proving ground to 
prepare and conduct military CNO. That is, they need a CR.  
  
Operational networks are not suitable for testing CNO capability. Firstly, there is a high 
risk of adverse impacts on that network and its services. Secondly, operational networks 
cannot be fully controlled, so tests are not generally repeatable as required for rigorous 
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experimentation. To solve these problems, a standalone, controlled environment such as a 
CR or testbed is usually built. However, for cost reasons, standalone networks have 
historically been small scale and overly simplified versions of operational networks. The 
applicability of results to real world scenarios is therefore questionable. Hence, new CRs 
aim to be built at-scale to provide a realistic environment. Currently, the most ambitious of 
these is the National Cyber Range (NCR) under construction in the US. It aims to be sized 
appropriately to run Global Information Grid (GIG) or Internet scale testing. While 
DARPA is the lead agency, the NCR is not intended to be used solely by the military. 
Instead it is part of the Comprehensive National Cyber security Initiative (CNCI) to 
increase the nation’s defences against electronic attack. The NCR will be open to industry, 
government, military and academia, with resources allocated dynamically for both 
classified and unclassified work. One of the NCRs key requirements is the automation of 
both the test processes and range management. This should accelerate the testing and 
validation of cyber tools. A requirements document for the NCR is provided in [2]. 
 
Introductory presentations about the NCR compare the testing environment of US 
adversaries versus current CRs. Adversaries obtain access to real US networks with real 
users. They can therefore test the effectiveness of their tools directly on large scale 
heterogeneous networks. Conversely, as discussed above, US CNO staff have historically 
only tested on small standalone ranges. This motivates building a large scale NCR which is 
representative of real military and commercial networks. 
 

The US Air Force (USAF) is a leader in CRs. It has used CRs as far back as 2002 when 
SIMTEX underpinned an exercise called Black Demon. In 2011 it won a US National Cyber 
security innovation award from SANS [5]. This was awarded to the 39th Information 
Operations Squadron for its use of a CR to train staff in IO tactics, techniques and 
procedures (TTPs). 
 
An interesting recent trend in network testbeds has been to reduce costs by sharing 
infrastructure. This has been done by creating federated testbeds shared by researchers 
across the globe. An example of this in the US is the current Global Environment for 
Network Innovations (GENI) project sponsored by National Science Foundation [6]. This 
open project creates the opportunity for researchers to access a large virtual laboratory for 
network experimentation without having to build their own. In Europe, a similar large 
initiative is called Future Internet Research and Experimentation (FIRE) [7]. This project 
started in 2008 and is connecting existing and upcoming testbeds for internet technology 
research and testing. Given that federation has potential benefits of lower cost and greater 
capability, it is likely that CRs will increasingly adopt a similar approach.  
 
 
2.1 Functionality 

CRs create a realistic cyber environment for a number of different roles including: 

• project support 

o product evaluation 

o testing fitness for purpose 
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o specific capability development 

o benchmarking testing 

• operational support 

o skill development and training for Cyber Operations 

o war-gaming or capture-the-flag exercises 

o doctrine development 

o counter-cyber warfare 

• research and development 

o research advanced cyber threats 

o experimentation 

o ideas development 

o tools development. 
 
Given these diverse roles, it is important that before any CR is implemented that a clear 
concept of operations (CONOPS) is developed. The CONOPS will make clear the purpose 
and types of usage the capability will provide and this will strongly guide development. 
 
The breadth of information and communications technology (ICT) hardware used in 
organisations is large and growing. The literature indicated that cyber test labs (not 
explicitly called CRs) have been developed for a number of specialised areas including: 

• LAN/WAN enterprise equipment 

• telecommunications carriers 

• voice networks, for example PABX, VoIP infrastructure 

• SCADA systems 

• data-centers, for example servers, SANs, clusters 

• MILCOMs networks 

• mission critical control systems, for example avionics 

• end-user environments, for example desktop SOEs, smart phones, printers, MFDs. 
 
What is clear is that as more devices become networked, the cyber attack surface grows. It 
is therefore important that any proposed CR facility has a clearly defined technology 
profile that limits the scope of its usage else they risk being very expensive or of 
diminished value through diluted focus. It is possible that federated CRs could assist with 
this task. Individual CRs could specialise in one technology area, for example SCADA. 
Other CRs could then access these specialised facilities to run experiments. The National 
SCADA testbed (NSTB) already does this. It consists of multiple linked laboratories 
including SCADA, cyber security and wireless laboratories at Idaho, and cryptographic 
and red team facilities at Sandia. 
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3. Cyber Range Review 

We now present the reviewed CRs and categorise them by their method of 
experimentation. We considered the methods defined in [8]: 

1. Simulations: can be used where models of each component exist. Using these 
models, networks can be simulated and their performance monitored.  

2. Ad hoc or overlay testing: involves running tests on production network hardware 
with some level of test isolation provided by a software overlay. 

3. Emulation: is the process of mapping a desired experimental network topology and 
software configuration onto the physical infrastructure of the CR. While the actual 
infrastructure may consist of a cluster of machines, the emulation component can 
configure the cluster to behave as per the desired experiment topology, for example 
multiple linked USAF bases.  

 
An additional method is called analytics. This is usually restricted to low complexity 
problems where simplifying assumptions are made to keep the problem tractable. Since no 
CRs using the analytics approach were found in the review, it is therefore omitted from 
this paper. 
  
Other papers use an alternative taxonomy called live virtual constructive (LVC). This 
describes a continuum of approaches from real users interacting with real systems (live), 
through to simulated users operating simulated systems (constructive). Live is generally 
high cost, hard to repeat, but very realistic. Constructive generally has the opposite 
characteristics. While LVC terminology is used in several CR papers, we prefer to use the 
four categories outlined above since they provide a good basis for comparing the different 
CR implementations. 
 
 
 

4. Modelling and Simulation 

In simulations, models of real world components (such as ICT infrastructure) are created, 
and these models are then made to interact. Instrumentation is used during the simulation 
to measure performance. Simulation has the advantage of being highly scalable, since a 
large number of host and device models can be run on a single physical machine 
(assuming simple models). However, a disadvantage is that because these models are 
often high level abstractions of the real world objects, the test results can lack fidelity and 
may not reflect reality. Developing models which capture the complex, dynamic and 
stochastic nature of networks and computers requires a significant effort. 
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The use of pure simulation for cyber-security research and development was initially very 
popular. However now other CR types have gained in popularity. This appears to be for a 
few main reasons: 

• Simulators never really demonstrated the fidelity and complexity of actual cyber-
attacks. 

• Hardware has become more affordable and virtual machine technology more 
available. Hence setting up a large scale testbed is more achievable. 

• Open source and commercial penetration testing tools and cyber-attack databases 
simplify the use of real attacks in a testbed. The availability of real attacks reduces 
the need to create simulated attacks. 

 
A recent paper [3] discussed how simulation has been an effective tool for war gaming. 
The US Army, Navy and Air Force use war gaming for training and experimentation in 
their core domains. It has proven to be a safe and cost-effective way to assess new 
technologies before deployment into the battlefield. A natural progression is therefore to 
also use simulation for CNO war gaming. We now discuss the use of these simulators in 
the military, academic research and by commercial companies. 
 
 
4.1 Military and Government 

The number of CR papers published by military organisations indicates the extent to 
which they are used. Probably due to the classified nature of the work, most technical 
details are omitted from these reports and generally the software is not made available. 
 
4.1.1 SIMTEX 

The “Cyber Flag” concept of operations was proposed in 2008 [9]. It aimed to provide a 
training environment for CNO in the USAF in much the same way as “Red Flag” has been 
a realistic training environment for aircrew over decades. A future goal in the proposal 
was to integrate Cyber Flag and Red Flag to have a realistic environment to explore the 
role and impact of cyber tools in a simulated military exercise (i.e. it would eventually 
become an IO Range). The proposal listed some training gaps including: showing the 
relevance of CNO to military objectives; the lack of training on non-TCP/IP networks; 
defining a set of cyber targets to achieve an operation; choosing from a suite of cyber 
attacks; and obtaining battle damage assessments. 
 
The USAF chose the Simulator Training Exercise Network (SIMTEX) for Cyber Flag [10] 
(although LARIAT was also considered, see Section 4.2). SIMTEX was developed for the 
USAF based on their training requirements [11]. The primary requirement was initially to 
create a secure network environment for network operations staff to practice network and 
server troubleshooting. SIMTEX was used in Cyber Flag 2011 where the 200 participants 
engaged in red team versus blue team exercises. 
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SIMTEX has a long history in the USAF, being used in the Bulwark Defender Exercise 
since 2006, and in Black Demon in 2002 and 2003 [12]. These two exercises required 
participants to defend simulated computer networks under attack from the NSA and other 
USAF squadrons. SIMTEX simulates the mechanics of computer network attacks on a 
network architecture mimicking the USAF network, and also has an “internet simulator” 
for added realism. It can provide automated attack scenarios that can be rebaselined in less 
than ten minutes. It also supports multiple locations remotely connecting to the SIMTEX 
network which is useful for training or exercises. It is not totally clear from the literature 
how SIMTEX is implemented. It appears to be a complete simulation, but it is also possible 
it can include real hosts and attacks on an isolated training network. 
 
SIMTEX’s use in exercises specifically addresses cyber activities. Addressing the broader 
IO impact of cyber attacks including their kinetic effect is the purpose of another military 
simulator called Cyber and Joint Effects Demonstration (CAAJED) [13]. 
 
4.1.2 CAAJED 

CAAJED is a USAF project which is the integration of a commercial war game simulator 
called Modern Air Power (MAP) with a cyber/kinetic inference model called Simulated 
Enterprise for Cyber Operations Training (SECOT). SECOT also contains a scoring system. 
CAAJED therefore focuses on the high-level effects of cyber attacks in a war scenario. It 
was used in the Cyber Defence Exercise in 2007. Before the exercise, students had weeks to 
prepare their physical networks. They were given a set of simulated defensive assets and 
offensive targets. During the exercise, students aimed to achieve their mission while 
suffering loss of assets due to kinetic attacks outside their control. 
 
CAAJED allows the interaction between the kinetic and cyber domains to be investigated. 
Physical assets exist in the kinetic domain, while processes which control them exist in the 
cyber domain. A capability is the synergy of the two, for example the ability to control the 
launch of a surface-to-air missile (SAM) depends on the physical SAM site and the 
communications to it. CAAJED is set up so capabilities are open to attack through cyber 
vectors. The impact of these attacks is then shown in the simulation, such as disabling a 
radar site. As such, CAAJED is aimed to enhance training and develop TTPs. 
 
The longer term aim of many simulations is to be a “full spectrum virtual environment”. 
This environment would replicate the real world with high fidelity and include instructor 
support, automated performance measurement and replay functionality. A set of 
requirements for a full spectrum virtual environment for cyber training is given in [12] and 
includes well-specified learning objectives, realistic context, scenario developments, 
reproducibility and performance measurements. 
 
4.1.3 SAST 

The Security Assessment Simulation Toolkit (SAST) was chosen for specialised training of 
USAF CNO staff [11]. SAST was developed by the Pacific Northwest National 
Laboratory (PNNL) to simulate the network environment of many DoD organisations. Its 
main capabilities are: 
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• Secure Environment for Accelerated Learning: an isolated network which 
simulates a large network under attack 

• Multi-User Training Tool (MUTT): realistically simulates millions of users 
performing normal work activities to provide realistic background traffic 

• Coordinated Attack Tool (CAT): based on existing hacker tools it enables threats to 
be incorporated into simulations. 

 
Although LARIAT and SIMTEX were also considered, SAST was chosen because it is 
primarily a specialised training platform and is easy to install and use. 
 
4.1.4 StealthNet 

A CR funded by the US Army called StealthNet is a Live-Virtual-Constructive (LVC) 
framework for cyber operations test, evaluation and training. It is a three year program 
started in 2010 [14]. Given the army’s extensive use of wireless communications for tactical 
operations, StealthNet has first focussed on representing the impact of jamming and 
DDoS. It plans then to simulate computer hosts which have OS and browser 
vulnerabilities. StealthNet has many goals including the ability to assess the impact of 
cyber threats on tactical networks and net-centric systems under test. Real equipment can 
be connected to the virtual network and real sensor feeds can be sent through it. The 
impact of attacks can then be observed. The testbed therefore aims to assess the impact of 
cyber attacks on operational systems and missions. StealthNet also aims to interface with 
the Army’s other LVC simulations. It is unclear from the literature what technologies are 
being used to implement StealthNet. 
 
An example of the US Army’s other LVC simulators is the US Joint War Fighting Center’s 
(JWFC) Joint Training and Experimentation Network (JTEN) which simulates military 
operations. It includes sophisticated computer models to aid the simulation. This network 
has been connected from the US to allied networks including Australia’s Defence Training 
and Experimentation Network (DTEN) [15]. Adding a Cyber component to such an LVC 
framework would enhance the simulation. 
 
4.1.5 High-level wargaming 

Simulation has also been used to test preparedness of organisations. For example, Cyber 
Storm exercises 1, 2 and 3 were held in the US in 2006, 2008 and 2010 respectively. They 
involved industry and military participants with the aim of examining the “preparedness, 
response, coordination, and recovery mechanisms to a simulated cyber event”. Attacks 
were simulated over 4 days, requiring organizations to develop strategies to respond. This 
did not test their technical ability, but rather the policy response. The simulated attacks 
were against infrastructure in Energy, IT, Transport and Telecommunications sectors. 
Similar exercises involving fictitious scenarios in other countries include France’s Piranet 
and India’s Divine Matrix. The USAF also participates in high-level war gaming to explore 
strategies. Past war games have included “Unified Engagement” and “Future Capabilities 
Game”. These high level simulations do not attempt to integrate the technical aspects of 
cyber attacks with their effects. Instead they concentrate on co-operation between 
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stakeholders and developing appropriate responses. Adding the technical integration 
would lead to an increased understanding of the threat cyber attacks pose, but could also 
add a large amount of complexity to the exercise. 
 
 
4.2 Academic 

There have been several efforts from universities to simulate the effects of computer 
network attacks. These approaches are primarily used for training. 
 
4.2.1 SECUSIM 

A 1999 seminal paper in the field described a constructive simulation of cyber attacks, 
defences and consequences [16]. The simulation setup is similar to a game and runs on a 
single computer. An important innovation in their approach is the classification system 
which determines the success of attacks based on threats, attack types and protection 
measures. While it is an interesting simulation, the classification system is not validated 
and is hard to compare to real-world scenarios. Building upon this work another 
constructive simulator called SECUSIM was developed in 2001. The main advantages of 
SECUSIM were its GUI and being highly customizable. 
 
4.2.2 RINSE 

Another project used for training is the Real Time Immersive Network Simulation 
Environment (RINSE) from the University of Illinois in 2006 [17]. It aims to simulate a 
WAN consisting of hundreds of LANs. Attacks are carried out against the WAN by a 
game coordinator, and each user is tasked with protecting their LAN. The simulator 
mainly targets DDoS, worms and high-traffic situations; hence the simulator is very 
limited in its attack vectors. Students can be trained in using defence mechanisms such as 
adding packet filters to block or mitigate attacks and keep network services operating. The 
software is based on a simulation framework called SSFNet which does not appear to have 
been updated since 2004. 
 
4.2.3 NetENGINE 

A cyber attack virtual simulation tool called NetENGINE aims to provide IT staff with 
training to combat cyber attacks in large IP networks [53]. It provides a web-based GUI 
where each user can view network topology maps, router loads and network status. It is 
not intended to model the technical details of the attacks, but rather the outcomes and 
effects. 
 
4.2.4 ARENA 

Simulations have also been used to test the effectiveness of security tools and the resilience 
of networks. An example was developed at the Rochester Institute of Technology in 2007 
using ARENA simulation software [18]. It models computer networks and intrusion 
detection systems (IDSs) and then applies simulated attacks. The resultant IDS alerts are 
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then used to test downstream analysis tools. It is therefore aimed at testing situational 
awareness tools. Only high level models of attacks are used. The models include the attack 
type and target, and associated features such as efficiency, skill and stealth. That is no 
technical aspects of the attack are included. The user can construct a computer network 
using the simulator and define hosts on it with particular operating systems and installed 
IDSs. A simulated attack can then be launched against that network architecture. The focus 
of the simulation is to produce realistic IDS alerts, including simulated false positives 
(noise), based on the network topology and location of the IDSs. Users are then tasked 
with analysing the IDS alerts with situational awareness or other tools. The simulation also 
produces a ground-truth file to evaluate effectiveness. No low-level information such as 
packet-level data is produced. 
 
4.2.5 OPNET-based 

Other testbeds have used commercial simulation software as their basis. OPNET was used 
to generate probe and DoS attacks in an evaluation of a frequency-based IDS [54]. It has 
also been used to examine network performance under DoS. Both implementations are 
very limited subsets of a CR. 
 
4.2.6 LARIAT 

A well developed and useful CR is the Lincoln Adaptable Real-time Information 
Assurance Testbed (LARIAT) which has its origins back in 1997 [19]. It was originally built 
as an extension to the DARPA 1998 and 1999 intrusion detection data generation testbed. It 
was designed as a deployable testbed for information assurance by generating background 
traffic, real attacks, and verifying success or failure. LARIAT’s differentiating feature is its 
ability to generate realistic user traffic through user simulation. Testbed staff are still 
required to build the test network, install operating systems on hosts, install applications 
and deploy defensive host and network tools. LARIAT then deploys virtual hosts and 
virtual users on top. The virtual users are driven by Markov models, each with a different 
user role interacting with applications, content and other users. Some internet traffic is also 
simulated. In this way, LARIAT is a mixture of simulation and real hardware. LARIAT is 
suitable for IO testing, as well as for security research. It runs applications and services 
natively, so vulnerabilities and flaws can be found and investigated. To simplify the 
process of setting up a LARIAT testbed, a GUI called Director was created. This improves 
test specification and control such as software deployment, troubleshooting, control and 
monitoring. LARIAT is one of a few simulation tools used within the USAF for training 
[11]. It has also been used for real time, automated testing of IDSs. 
 
4.2.7 VCSTC 

Virtual Cyber-Security Testing Capability (VCSTC) was another DoD-funded academic 
project for an automated testing capability to assess the security impact of a new device 
before deployment [20]. Their approach was to simulate a larger network and then 
automatically generate test cases to cover the security properties under test. The test 
harness ran on a single physical server and consisted of a hybrid honeynet with 4 VMs as 
“thick” nodes and 1 VM running Honeyd to emulate up to 1024 thin nodes. The setup is 
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used to test security devices on the market. At the time of their published paper the 
automated test generation was not fully implemented, and consequently a Java developer 
required 2 days to write 50 test cases for a specific device under test. This reduces the 
usefulness of the capability. 
 
 
4.3 Commercial 

A number of commercial cyber security simulation products exist. A few are now 
described. 
 
4.3.1 Breaking Point 

Commercial appliances from Breaking Point [21] are advertised as providing CR 
capabilities. Their products provide traffic generation and a Strike Pack of network 
security and malware attacks in a single rack-mountable appliance. Traffic generation is 
highly configurable up to and including layer 7 of the OSI model. The appliance supports 
traffic generation for more than 150 popular layer 7 web applications such as Facebook 
and Google maps. It can simulate millions of users simultaneously to provide realistic 
background traffic. The strike pack includes over 4,500 live security attacks and 28,000 live 
malware attacks. The attacks can be setup with a large number of evasion techniques and 
sent, on the network, to devices under test. 
 
Breaking Point uses simulation to achieve its high scalability. Large network topologies 
involving hundreds of thousands of hosts can be simulated in a single appliance. This has 
the major advantage to the purchaser of drastically reducing the hardware infrastructure 
setup and maintenance costs compared to an emulation-type CR. On the other hand, since 
hosts are simulated in this appliance, operators cannot interact with them in the same way 
as a real host. It could therefore be argued that the Cyber Range lacks “reality”. To 
overcome this, the appliance could be used in conjunction with other hardware to provide 
some interaction. The main uses of the Breaking Point appliance within a CR are to 
simulate traffic from a realistic network, test and harden DPI devices, research advanced 
cyber threats, and train staff. 
 
Breaking Point customers who have used their appliances within a CR include [55, 56]: 

• DISA: to generate large amounts of realistic user traffic, play canned scenarios, 
script simulated data flows and emulate MPLS and IPv6 

• Northrop Grumman: use it in their Federated CR 

• Cisco: to test their Firewall-IPS devices. 
 
4.3.2 EXata 

Scalable Network Technologies [22] offer simulation software products for planning, 
testing and training. One of these is called EXata Cyber which can form part of a Virtual 
Cyber Range. The product appears to focus on wireless communications. In particular it 
can simulate how communications would behave in battlefield conditions including 
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eavesdropping, radio jamming and DDoS. The same company has a product called 
QualNet which has a large library of network protocol libraries for simulation. This 
includes Link 11, Link 16, satellite and wireless networks. According to their website, they 
have a contract with US STRATCOM to adapt the EXata Cyber simulation platform to 
meet specific training requirements of the military. 
 
4.3.3 Building blocks 

Many other commercial vendors offer tools which can be used as building blocks for a 
Cyber range. Examples include: 

• OMNeT++: an open source simulation framework which provides APIs for 
designing networks and traffic modelling [57]. Commercial use requires a license. 
Similar tools include NS-3 and OPNET. 

• Candela Technologies: background network traffic generator [58]. 
 
 
4.4 Modelling and Simulation Discussion 

A variety of simulators have been used as the basis of a CR. Early implementations aimed 
to train staff about the effects of cyber attacks and about appropriate defensive measures. 
These tended to abstract details of the attacks and hence were hard to validate and justify 
against real networks. 
 
From this review of simulation-style CRs, the most extensively used products in the US 
military were SIMTEX and LARIAT. These were used for training and exercises. From the 
commercial sector, a widely used product is the Breaking Point appliance which can 
simulate large networks and provides a library of cyber attacks for testing in a CR. 
 
 
 

5. Ad hoc or Overlay 

 ad hoc (or overlay) test networks operate on top of production networks. The overlay 
network can dynamically change the topology of the network for applications under test, 
while the underlying network remains static. It therefore provides flexibility in 
configuring testbeds for different experiments. Overlays are a very common method for 
adding functionality to an existing service, for example the internet overlays the telephone 
network. Other networks such as peer-to-peer or cloud services now overlay the internet. 
 
Using overlays for test networks provides size, cost and fidelity advantages compared to 
other approaches. This is because testing can be performed at the same scale as the 
production network it overlays, real hardware is used for high fidelity, and they avoid the 
additional cost of building a separate test network or laboratory. However, a disadvantage 
is the difficulty in performing formal testing including repeatability and experiment 
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control (since the underlying network cannot always be controlled). Another disadvantage 
is the potential adverse impact of the experiment on the production network. 
 
 
5.1 PlanetLab 

PlanetLab [23] is a large global research overlay network. At the time of writing, PlanetLab 
consists of 1143 nodes at 545 sites connected via the internet. It is used to develop new 
technologies for many applications including distributed storage, network mapping, peer-
to-peer systems and network security. This overlay test network is made possible by 
participating institutions running one or more PlanetLab VMs at their site. Each node is 
Linux-based and uses virtualisation techniques to divide resources into slices. Experiments 
can then be run across PlanetLab nodes by reserving resource slices. PlanetLab’s software 
is publicly available. This allows institutions to create their own private PlanetLab as an 
alternative to joining the worldwide test network. An option then exists to connect these 
private labs to the wider PlanetLab at a later date. The software includes Plush which is a 
framework for deploying applications in a distributed environment. A derivative of 
PlanetLab is Everlab. This testbed was made by installing PlanetLab software on clusters 
of hardware across Europe. OneLab was also created as an extension of PlanetLab to 
support wireless research. The large European FIRE initiative has ongoing projects (such 
as OpenLab) which are based on PlanetLab. FIRE links federated testlabs via the internet 
to allow better sharing and reuse of resources. While PlanetLab is a general platform for 
deploying and testing large-scale services, it can be used for CR activities. The website lists 
the projects which have been carried out on PlanetLab. Many of these projects concern 
cyber security. 
 
 
5.2 X-Bone 

X-Bone [24] software is another way to create and configure overlay testbeds. It installs 
routes, configures interfaces, updates DNS entries and installs IPSEC keys. X-bone works 
by using IP within IP packets to create the overlay, and it uses multicast packets for 
resource discovery. It supports multiple concurrent overlays and provides data security 
through the use of IPSEC. An extension of X-Bone is DynaBone which is a system of 
overlays to resist DDoS attacks. 
 
 
5.3 Overlay Discussion 

A review [4] of network testbed software concluded that PlanetLab provides the most 
sophisticated software and documentation in its class.  
 
Testing cyber attacks on an overlay testbed may be considered risky given the minimal 
separation between the test network and the underlying live network. Hence, this may not 
be the ideal environment for some CR activities. 
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6. Emulation 

The above overlay network testbeds use a live network as their basis. In contrast, this 
section discusses emulation testbeds which use a standalone physical testbed to emulate 
any number of different experiment configurations. Emulation is the process of mapping a 
desired experimental network topology and software configuration onto the physical 
infrastructure of the CR. While the actual infrastructure may consist of a cluster of 
machines, the emulation component can configure the cluster to behave as per the desired 
experiment topology including routing and WAN links. 
 
Therefore, emulation allows the same CR to be used for many different purposes and 
experiments. It supports experimentation with scientific rigour. Fidelity is high due to the 
use of real hardware and having total control of background traffic, workloads and 
general events. This contrasts with simulations where it is not always easy to know which 
parts of the model can be abstracted without influencing the test results. Fidelity is also 
higher than with overlay networks where experiments are not always repeatable due to 
the shared infrastructure. Emulations can also be used to verify the accuracy of simulators 
and if there are inaccuracies, to investigate why. Virtualisation is commonly used as a tool 
for flexible emulation. However, the more virtual machines placed on a single physical 
host, the lower the fidelity of the experiment due to contention for resources. A reasonable 
physical to virtual ratio is 1:10 to balance scalability of the testbed with fidelity. A 
disadvantage of an emulation-style CR is the requirement to setup and maintain dedicated 
computer and network resources. This problem is partially mitigated through 
virtualisation which allows a smaller physical network to emulate a much larger network. 
Emulation-style CRs also require software to configure the CR infrastructure to a different 
emulated topology for each experiment.  
 
Emulation appears to be the most widely used approach in modern CRs. Prominent 
examples found in the literature and discussed below are Emulab, DETER, the NCR and 
the JIOR. 
 
 
6.1 Military and Government 

The US military and government is investing predominantly in emulation type CRs. The 
National Cyber Range alone (which emulates the public internet and other infrastructure) 
was estimated to cost US$130 Million to build [59]. 
 
6.1.1 NCR 

Perhaps the most ambitious CR is the DARPA National Cyber Range (NCR). This project 
was announced in 2008, and is still being built and assessed by contractors. It aims to 
simulate cyber attacks on computer networks to help develop defensive strategies. The 
NCR is planned to be built on a very large scale to emulate the complexity of defence and 
commercial networks. This should allow new cyber technologies to be tested and 
validated in a representative environment. However, since it is a large project taking many 
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years to implement, other government and military agencies built their own CRs in the 
meantime, for example the USAF’s Cyber-safari range [25, 26]. The ambitious 
requirements of the NCR include: GiG scale, simple experiment design tools, automated 
range build to match experiment, real-time data visualization tools, sanitisation and 
simultaneous testing at multiple security levels. 
 
One of the main purposes of CRs is to test security appliances in a representative 
environment (i.e. the CR emulates the projected operational environment). It therefore fills 
the testing gap between black-box testing and in-situ operational testing. Lockheed Martin 
is developing software for the NCR called a Flexible, Automated Cyber Technology Range 
(FACTR) [27]. The software consists of automated tools to construct and validate tests 
quickly and ensures the scientific method is used. Currently the prototype NCR is in a 
one-year beta operation phase. 
 
6.1.2 JIOR 

The US JFCOM Joint Information Operations Range (JIOR) is described [28, 29] as a 
realistic environment to practice tactics, techniques and procedures for IO. The JIOR 
infrastructure is capable of supporting CNO exercises, cyber testing and training. Multiple 
sites can participate via encrypted links. The JIOR can create a number of realistic 
environments by combining traffic generators, CNO labs, computing infrastructure, 
telecommunications equipment, EW platforms, threat systems and red teams, 
communications systems, SCADA systems and other models and simulations. While the 
JIOR has broader scope than a CR it is still an important facility for training CNO staff. The 
main purpose for an IO range is presented in [28] as testing combat effectiveness. This 
includes testing survivability under IO attack. To discover issues as early as possible, 
testing is performed at all stages of the development cycle. Initial tests can be paper-based, 
followed by lab testing and then building up to a distributed IO range which offers the 
most realistic test environment. A 2006 paper [30] about the JIOR discusses a planned path 
from JIOR inception to full spectrum IO support. The author provides a long list of 
requirements for the JIOR including experimentation, training, development of tactics, 
techniques and procedures, battle damage assessment and also mission rehearsal. Many of 
these requirements are equally applicable to a CR for CNO staff. 
 
6.1.3 INL 

Idaho National Laboratory (INL) performs assessments of vendor Industrial Control 
Systems to enhance critical infrastructure protection. They now support two main US 
industrial control cyber security programs, with one including a large CR [31]: 

• DHS Control Systems Security Program (CSS): raises awareness in the international 
community about threats facing critical infrastructure. 

• DOE National SCADA Test Bed (NSTB): was established to help equipment 
vendors assess and verify the security of their devices in a full-scale test 
environment. The test bed includes “17 testing and research facilities, 
encompassing field-scale control systems, 61 miles of 138 kV transmission lines, 
seven substations, and state-of-the-art visualization and modelling tools”[32]. This 
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is a testbed of real devices. While this has the advantage of being a representative 
environment, it lacks flexibility for setting up different types of experiments. 

 
Both programs offer training in the form of a week long red team versus blue team 
exercise. 
 
6.1.4 Military Academy CRs 

The remaining military CRs in this review focus on training staff. The Information Warfare 
Analysis and Research laboratory (USMA IWAR) is a US military academy isolated 
network used for training cadets in information operations. The network requires 
extensive effort to setup and maintain. It can simulate defences such as cryptography, 
encryption and access control methods, and simulate attacks including trojans, 
vulnerability scanners, viruses, worms, DoS and password cracking. Its configuration 
must be customised to support the aims of each exercise. 
 
The Royal Military College of Canada Computer Security Laboratory (RMC CSL) also 
operates an isolated network for CNO education. It uses virtualisation to allow multiple 
guest operating systems to run on each physical host. However it is still human-resource 
intensive: it requires 1 full-time staff to maintain seven physical hosts, has about 10 
trainees defending approximately 20 guest operating systems, about 5 attack operators 
and 3 controller staff.  
 
These standalone private network setups have been widely used despite their lack of 
automated simulation software and high maintenance costs, for example they have been 
used for many years in the Cyber Defence Exercise (CDX) [3]. This is an annual four day 
exercise run by the NSA to train students in CNO. It has been running since 2001 with 
each participating organisation (e.g. US military academies) supplying a blue team. The 
blue teams were required to defend their infrastructure while under attack from the red 
team, and being observed by the white team. Generally the white team develops scenarios 
and anomalies, establishes scoring criteria and referees exercises. The exercise involved the 
blue teams receiving misconfigured hardware and software, and then trying to fix 
vulnerabilities and add layers of security to mitigate any threats. The blue teams also had 
to maintain services such as a mailserver, webserver, database, instant messenger and a 
domain controller. This hands-on exercise has proven very effective for teaching computer 
security. In 2012 and other years, Lockheed Martin hosted the CDX headquarters using a 
private network at its Hanover facility, with each college connecting via VPN for the 
exercise. 
 
Smaller training exercises, which do not require a large dedicated CR but instead simply 
use VMs supplied to each student, include CANVAS and DefEX. CANVAS is an exercise 
organised by the Academy Centre for Cyberspace Research (ACCR) for US cadets [33]. 
This exercise has been running since 2006 and is a one day training course in penetration 
testing. Students get to “pentest” a simulated system such as an e-voting machine or a 
social networking site. The students then prepare a report on the “pentest” for grading. 
ACCR publically publishes old versions of this training covering network traffic forensics, 
password usage and cracking, encryption and even the VMs used in the CANVAS 
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exercise. This public repository [34] includes software in the form of applets and 
standalone applications. Similarly, DefEX was a cyber security exercise designed by AFRL 
for undergraduate students across academic institutions in USA [35]. It consisted of hands-
on exercises for code and system hardening, reverse engineering of malware, intrusion 
detection and prevention, digital forensics and a wireless treasure hunt. The exercises 
required virtual machines and access to computer security software. The exercise focussed 
on education, so included both introductory lectures and tasks which were led by an 
instructor. 
 
 
6.2 Academic 

Two well-known emulation facilities and software developed in academia are Emulab and 
DETER. 
 
6.2.1 Emulab 

Emulab [36], originally from the University of Utah, refers to both the facility at the 
university and to the open source emulation software for testbeds. The software is used in 
over twenty other emulation testbeds worldwide. It is mainly used by researchers in the 
fields of networking and distributed systems. The facility is available free of charge for 
experiments by researchers worldwide. Researchers can also download the software to 
create their own private Emulab. 
 
Emulab can be used to conduct scientifically rigorous experiments with high fidelity, 
repeatability and measurement accuracy. Emulab makes use of a number of tools 
including Tmix-ns2 for generating realistic background network traffic, tcpreplay for 
replaying packet captures and DummyNet for simulating network links with different 
characteristics. It also automates experiment setup and teardown including installation of 
operating systems, reservation of resources and creating network topologies using 
programmable switches. A 2010 review [4] of testbed software found Emulab to be the 
most sophisticated publicly available software in its class. A number of projects listed on 
the Emulab website involve security research, testing or training showing that Emulab has 
been used as a basis for CR functionality. DETER (a derivative of Emulab) seems even 
more suitable as a CR. 
 
6.2.2 DETER 

The DETER testbed is a public facility for medium scale national experimentation in cyber 
security. It is therefore more focussed on CR capabilities than the general purpose Emulab. 
The DETER project [37] operates DeterLab which is open to researchers worldwide. It is 
funded by the Department of Homeland Security, the National Science Foundation and 
the Department of Defense. It is run by a research team at USC ISI and U.C. Berkeley and 
is also supported by more than 20 collaborators. Since 2003, the project community has 
grown to over 2000 people.  
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This community has developed a library of tools which are publicly available from its 
website. The tools include models and software for traffic and network topology 
generation and result analysis. The DETER testbed supports remote access for 
experimenters while also providing experiment isolation and containment. The 
environment enables experiments in cyber defence technology and aims to accelerate the 
field of cyber security research through sharing, re-use and repeatability. The software is 
based on Emulab with the main difference being that DETER is customised for cyber 
security. Their website contains a list of projects using DETER. The list includes a number 
of experiments, university modules and training in the field of computer network defence.  
 
The project website explains some benefits of running experiments in their lab: “In practice 
in DeterLab, DETER enables experimenters to share data, lab set-up, software and tools, 
experimental procedures, results, and other information that should enable new 
experimenters to stand on their predecessors’ shoulders, rather than start at ground level 
for every new project.” [37] 
 
DETER started in 2004 when the motivation for building it was to create a large scale 
security testbed to overcome deficiencies in evaluating cyber defences. These deficiencies 
included a lack of scientific rigour, the lack of representative network traffic, and 
inadequate model of networks, attacks and defences [38], and as a result innovative tools 
failed in real deployments due to the huge jump from small scale testing to the real world. 
The planned functionality of DETER to overcome these deficiencies were attack scenarios, 
attack simulators, background traffic generators, datasets derived from live traffic and 
tools to monitor and summarise the tests.  
 
A 2011 report [39] on DETER after seven years of operation listed a number of lessons 
learnt. These included: 

• Experiment construction was considered difficult: setting up and configuring a test 
required a lot of system administration. Generally there was a lack of experiment 
abstraction and reuse. Hence effort was put into building an experimenter’s 
workbench. The first generation was called SEER, and the second ELM. 

• Federation was useful: to extend the functionality of DeterLab, the project enabled 
controlled remote access to other specialised testbeds and facilities such as 
PlanetLab, GENI, SCADA systems and supercomputers. 

• Experiment isolation was considered limiting: the original requirement for DETER 
was rigid segregation from the internet. However this was later relaxed to 
“controlled internet access” for experiments where it would be a huge effort to 
replicate online services in a standalone network with sufficient fidelity. This 
includes experiments on botnets or with a privacy network such as Tor. 

• Requirement for flexibility in experiment scale and fidelity: the approach was to 
allow the experimenter to select high fidelity for components of interest, and low 
fidelity for the rest of the test. Low fidelity generally means high scalability since 
the component is only simulated. This allows very large networks to be modelled 
on limited hardware. 
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• A requirement for improved tools and methods to mine experimental data for 
results. 

 
DeterLab uses the Experiment Lifecycle Manager (ELM) as the experimenter’s workbench. 
It aims to offer more abstraction and reuse, such as saving the configuration of a host 
including its network settings as an object which can be reused. It also supports the 
abstract test definitions to be automatically deployed to the testbed. The software is built 
on the eclipse IDE. DETER now falls under the umbrella of GENI. However it is not yet 
integrated to accept single-sign-on GENI credentials. 
 
6.2.3 Virtualised CR 

Another academic project which built an emulation-based CR is described in [40]. The 
project was built on Sandia National Laboratories’ Thunderbird cluster. Its aim was to 
understand complexity in cyber systems due to the large scale of networks (e.g. a million 
nodes). Hence the researchers modelled a million virtualised hosts on a computing cluster. 
The particular scenario they investigated was botnet behaviour, where they were trying to 
model and predict current and future behaviours. To ensure accurate results, they ran 
botnet software directly rather than creating a simple simulation. The main contribution of 
their paper was to demonstrate their ability run a million stripped linux nodes on a cluster 
of computers. While this CR was setup for a single experiment it could be adapted to other 
purposes. 
 
6.2.4 Reassure 

A testbed which makes use of virtualisation is Reassure from Purdue University  [41]. The 
university hosts a testbed with its own hardware, but also make its software available 
publicly so anyone can setup their own private Reassure testbed. The software includes an 
experiment manager, a network GUI tool for creating a topology and virtual machine 
image creation. One of the project goals is to provide a software archive for vulnerability 
research and analysis. 
 
Different types of virtualisation can be used to make a flexible and cost effective testbed 
[42]. Building a large realistic lab is costly, requires employee time to maintain and needs 
space allocated in a data centre. A lot of these issues can be reduced by using 
virtualisation. It allows easier management and repeatability by saving state with 
snapshots. Different types of virtualisation can also be used to balance between high 
scalability with OS virtualisation (e.g. OpenVZ) and more accurate emulation with 
paravirtualisation (e.g. Xen or VMWare ESXi). The authors propose taking a hybrid 
approach for flexibility – OpenVZ for up to one hundred nodes per GB of memory, and 
Qemu for full emulation. The virtualisation manager “libvert” supports both. 
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6.3 Commercial 

It does not appear that private companies sell emulation CRs as a standard product. 
Instead they either build it as a project for each customer, or host the CR themselves and 
provide remote access. 
 
6.3.1 Northrop Grumman (including in Australia) 

A small number of commercial emulation-style CRs were found during this survey. One 
example is from Northrop Grumman [43] which provides a dedicated cyber test range 
with capabilities they have developed since 1999. Recently they have used Breaking Point 
Storm CTM appliances in their Federated CR to generate high-volume benign and 
malicious computer network traffic. In 2012 they were also selected to build a cyber test 
range for the University of New South Wales, Canberra Campus at the Australian Defence 
Force Academy (ADFA) in Australia [64]. This cyber range will be used by the Australian 
military to develop, test and evaluate cyber technologies. 
 
6.3.2 Counter Hack Challenges 

Another commercial offering is Counter Hack Challenges [44]. The company offers 
capture-the-flag and quiz-oriented exercises for the US Cyber Challenge, the SANS 
Institute NetWars [45] program and others. Interactive training is accessible from a web 
browser and the CR appears to be hosted by the company. The exercises can be done 
intensively in a 2 or 3 day tournament or stretched out over an extended period remotely. 
Participants capture flags to indicate understanding of topics. Hints are provided to assist 
in learning, although the number of hints used is recorded. Individual scores are then 
added to a scoreboard. Areas covered include vulnerability assessments, system 
hardening, malware analysis, digital forensics, incident response, packet analysis and 
penetration testing. 
 
6.3.3 Detica 

A commercial cyber security training range course is also offered by Detica [46], a 
subsidiary of BAE Systems. The Cyber Academy training offerings include 1 or 2 days 
courses in web app security, pentesting, wireless security and public key encryption. The 
academy is underpinned by a purpose built cyber training range. 
 
6.3.4 ATC 

Architecture Technology Corporation (ATC) offers a commercial, virtualised training 
platform for network defence and computer forensics called Cyber Defence Trainer 
(CYDEST) [47]. It provides automated training and assessment with live scenarios. Rather 
than using simulation, CYDEST makes use of real software on virtualised hosts. For 
training, three networks are setup: 

• Target network: this contains the hosts for which the trainee is responsible 
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• Attack network: simulates internet traffic and contains both benign and malicious 
data 

• Control network: for permanent infrastructure independent of the training 
scenario. 

 
Students are assessed using both active monitoring, such as whether they have accessed a 
key file, and passive monitoring where the student records actions in an online notebook 
visible to the assessor. 
 
 
 

7. Capture the Flag (CTF) Competitions 

Many cyber CTF competitions are held around the world. They range from puzzle-like 
challenges to team-based offensive and defensive hacking competitions running over a 
day or two. Teams or individuals are scored on their performance to create a leader board 
during the competition. An extensive list of these competitions is currently maintained by 
forgottensec [48]. This paper does not review CTF competitions in detail, but since they are 
a good tool for training and practicing CNO, they have some overlap with CRs. Several 
websites make past CTF scenarios (including VMs) publicly available. These are useful for 
training. Examples of current CTF competitions include: 

• DefCon [60]: is a yearly hacker convention. It runs a CTF competition which is in 
the form of team on team, with qualification round to enter. This year 20 teams 
qualified. It has been running since 1993. 

• International Capture the Flag (iCTF) [61]: is organised by the University of 
California, Santa Barbara. It is a very large academic CTF running since 2004. The 
2011 competition involved 89 teams from across the world. Historically it has been 
a team on team competition, but now each team runs an identical parallel version 
of the game. 

• Collegiate Cyber Defence Competition (CCDC) [62]: is an annual college-level 
competition. It differs from other competitions in that it focuses on defending your 
own network from outside attack. 

• Cyber Defence Exercise (CDX) [3]: is an annual competition limited to military 
academy participants. See Section 6.1. 

• MIT/Lincoln Labs CTF [49]. While all CTFs test the skills of participants, this 
competition has a strong education component. Participants attend five 
preparatory lectures covering necessary skills, for example fundamentals of web 
application security, linux OS server security and web application common 
exploits. In 2011 scoring was based on the availability of each team’s web services, 
and on the number of flags captured. The infrastructure was VMWare ESX servers, 
with each team getting a pre-configured VM for them to defend. This allowed 
teams to revert to known good snapshots when they were aware of being 
compromised. 
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8. CR Review Discussion 

8.1 Simulation, Overlay and Emulation 

This review has primarily found CRs to use either simulation or emulation. Pure 
simulation and full hardware emulation appear to be two extremes on a continuum of 
approaches. Hardware emulation excels in realism and fidelity of results since they run the 
real software on real hardware, while simulations have flexibility and scalability 
advantages. However, the middle ground is increasingly being explored. CRs which 
support simulation and emulation, and include support for multiple types of virtualisation 
could combine the best aspects of each approach [50]. An example is the emulation-type 
CR called Emulab, which can run on a large laboratory of hardware, but which uses 
simulation software to create network links with different characteristics and to create 
background network traffic. DETER is a cyber-security focussed derivative of Emulab and 
so also uses the mixed approach. LARIAT was categorised as a simulation because it 
simulates user behaviour, however it can run on and interact with various hardware to 
support information assurance testing. It is a combination of simulated and real networks. 
 
One of the goals of a CR is to provide repeatable testing of new cyber security products 
before deployment into the field. For accurate testing, the CR should provide an 
environment representative of where it would be used. However, this goal is not easily 
achievable due to the huge diversity of hardware products used in real networks. 
Installing and maintaining each type of hardware device in a CR would be extremely 
expensive. Another option is to model each device in a simulation. However, as discussed 
in Section 4.4, simulation results do not always transfer to the real world due to 
simplifying assumptions made in modelling. This problem is most pronounced for load-
critical attacks such as DoS [51]. To explore how different testbeds perform, the authors 
performed low-rate TCP DoS attack on a network simulated with ns-2 [63] and repeated 
the tests on networks emulated with DETER and Emulab. They found key differences in 
the results. The differences were due to emulation using real software and hardware with 
finite capabilities resulting in bottlenecks which the simulators do not model. However, 
the results between DETER and Emulab were also different. The conclusion was that 
attacks which overload the system can have very different outcomes depending on the 
exact hardware, software and configurations used. Other researchers came to a similar 
conclusion [52]. They recommended using emulation when studying DoS attacks due to 
emulation generally achieving higher fidelity results than simulation. Since emulation CRs 
use real hardware and software, they can recreate realistic and complex network 
behaviour necessary for security and resilience testing. Also, since emulation generally 
underperforms real router hardware, the damage from DoS attacks is overestimated. They 
consider reporting worst-case scenario results to be a fair solution. In summary, due to 
hardware and other implementation differences, the quantitative test results from an 
emulation CR may not always transfer exactly to the real world, but qualitative results 
should. 
 
While some papers in this review indicated that simulations are hard to validate against 
real attacks, this has not stopped interactive simulations being successfully used for 
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training. The simulations are often aimed at determining large-scale effects and so the 
details of the attacks do not necessarily matter. Advantages of using simulation in training 
include simple pause and replay actions within a training session, re-use of the scenario 
and low infrastructure costs. 
 
Overlay test networks were also briefly discussed. These appear to be used for 
experiments involving global-scale applications where the network links are integral to it. 
These WAN experiments are difficult to simulate accurately in a standalone testbed. 
PlanetLab was the best example of an overlay testbed, with experiments including 
network storage and peer-to-peer communications. The large European project called 
GENI uses ideas from Planetlab, and consists of many federated sites (overlayed on the 
internet) to achieve its wide-area shared platform for experimentation. 
 
In our view, the most promising type of CR is emulation. The review covered several 
emulation-type CRs including Emulab and DETER from academia, and the NCR and JIOR 
from the military. When built at scale, these CRs can provide a representative environment 
critical for accurate testing of cyber products, for training CNO staff and for performing 
cyber security research. The use of dedicated hardware in these CRs enables high fidelity 
experiments to be performed. Recent advances in virtualisation enables easier 
configuration and also enables improved scalability (by enabling multiple virtual hosts to 
run on a single computer). 
 
While beyond the scope of this review, some specialised ranges were also mentioned. 
These included the NSTB for SCADA networks, the JIOR for full spectrum IO testing and 
OneLab for wireless research. Each of these testbeds requires significant expertise and 
resources to run. For efficiency, some of these resources are shared between collaborators, 
rather than each site investing in their own hardware. This sharing is achieved by 
federating testbeds, generally using VPN links over the internet. 
 
 
8.2 CR Roles 

Three main roles of a CR were identified. The first role is testing. CRs are useful for project 
support such as evaluating the effectiveness, reliability and fitness for purpose of a new 
device. The second role is training. CRs assist operations by providing a training platform 
for CNO staff and allowing tactics techniques and procedures to be developed plus war 
gaming. The third main role is research and development since CRs provide a safe 
environment for scientific experiments to be performed. 
 
CRs more focussed on testing and research roles include DETER, Emulab, the NCR, the 
NSTB, StealthNet, LARIAT and Breaking Point. These CRs support repeatable 
experimentation and testing. 
 
The most popular role for the reviewed CRs was training. That is, they aimed to assist 
operations by providing a platform for training staff. Examples included the USMA IWAR 
and RMC CSL laboratories which provided a training platform for use in exercises such as 
the CDX. Training is also a major objective in the JIOR and in simulations such as SIMTEX, 



UNCLASSIFIED 
DSTO-GD-0771 

UNCLASSIFIED 
24 

SAST and CAAJED. Additional exercises which provide training opportunities include 
DefEX, CANVAS, Cyber Flag, the Counter Hack Challenge and numerous capture-the-flag 
competitions. 
 
 
8.3 CR Availability 

One of the aims of the review was to identify cost-effective ways to obtain a CR capability. 
The review found the public CRs DeterLab and Emulab to be worth investigating. 
DeterLab offers cyber security researchers a shared CR which they can login to remotely 
and run experiments. The CR software is publicly available including the SEER 
management software. Emulab also offers a CR facility, plus makes their entire CR 
software available publicly so researchers can setup their own private Emulab instance. 
Since they are supported by large communities of researchers, the software is maintained 
and will likely expand in functionality. The software already supports a number of 
important tasks such as deploying experiments to the CR, monitoring and analysis, and 
user access controls. Also included is a repository of experiment setups. These can be used 
to create training scenarios. However, prebuilt training scenarios may be more easily 
sourced from exercises such as CANVAS. 
 
The availability of commercial CRs allows much of the setup and maintenance of the CR to 
be outsourced. This may be a cost-effective approach. 
 
It was found from the literature that the US military has already invested significantly in 
CRs. They have been involved in the development of the NCR and JIOR and have been 
running cyber exercises for at least 10 years. Collaborating with the US military is another 
possible approach to obtaining a CR capability. 
 
Researchers may prefer to join collaborative initiatives such as FIRE in Europe and GENI 
in the US. These provide a pool of testbed resources to assist in sharing and reuse among 
researchers. Federated testbeds such as these are likely to generate a larger community of 
support than standalone testbeds and hence are more likely to succeed. However, Defence 
organisations may still require their own trusted CR to ensure privacy when developing 
and practicing CNO techniques. 
 
 
 

9. Conclusion 

This review paper discussed a number of published Cyber Ranges (CRs). It found the 
majority of CRs use either simulation or emulation. Emulation CRs use testbeds with real 
hardware and software. These can be configured using emulation software to different 
network topologies for each experiment. The main advantages of emulation CRs are the 
ability to create a representative environment for training and testing, and the ability to 
perform high fidelity and repeatable experiments. However a disadvantage is their high 
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cost due to the large infrastructure requirements (e.g. NCR). This cost can be reduced 
through virtualisation or resource sharing. 
 
On the other hand, simulation CRs make use of software models of real world objects. This 
allows large simulations to be run on relatively modest hardware. That is, simulation CRs 
are highly scalable, flexible and low cost. A criticism of some simulations is it is hard to 
verify they accurately reflect reality. Despite this, simulations have been successfully used 
in training of CNO staff.  
 
It was also found that CRs are increasingly using emulation, perhaps due to the decreasing 
cost of hardware and the rise of virtualisation which mitigates cost, scalability and 
reconfiguration issues. 
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